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a b s t r a c t

Compared with conventional weighted voting methods, class-specific soft voting (CSSV) system has
several advantages. On one hand, it not only deals with the soft class probability outputs but also refines
the weights from classifiers to classes. On the other hand, the class-specific weights can be used to
improve the combinative performance without increasing much computational load. This paper
proposes two weight optimization based ensemble methods (CSSV-ELM and SpaCSSV-ELM) under the
framework of CSSV scheme for multiple extreme learning machines (ELMs). The designed two models
are in terms of accuracy and sparsity aspects, respectively. Firstly, CSSV-ELM takes advantage of the
condition number of matrix, which reveals the stability of linear equation, to determine the weights of
base ELM classifiers. This model can reduce the unreliability induced by randomly input parameters of
a single ELM, and solve the ill-conditioned problem caused by linear system structure of ELM
simultaneously. Secondly, sparse ensemble methods can lower memory requirement and speed up
the classification process, but only for classifier-specific weight level. Therefore, a SpaCSSV-ELM method
is proposed by transforming the weight optimization problem to a sparse coding problem, which uses
the sparse representation technique for maintaining classification performance with less nonzero weight
coefficients. Experiments are carried out on twenty UCI data sets and Finance event series data and the
experimental results show the superior performance of the CSSV based ELM algorithms by comparing
with the state-of-the-art algorithms.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Extreme learning machine (ELM) becomes popular for solving
classification problem due to its light computational requirements.
It is an extension of the single-hidden layer feedforward networks
(SLFNs). By making use of a least-square method, it analytically
obtains the output weights of SLFNs [1]. Moreover, ELM emphasizes
on achieving both the smallest norm of output weights and the
least training error, which is different from conventional neural type
of SLFNs. Essentially, ELM is originally designed by utilizing random
computational nodes, which are independent of the training data.
The process for tuning the hidden layer parameters is avoided,
which significantly shortens the learning time. A great many of ELM
based algorithms have been done in recent years [1–3].

However, since the input hidden nodes are randomly generated,
it is easy to misclassify patterns that are close to the boundary [3,4].
In order to improve the classification performance, a number of real
world applications based on ensemble learning have been done in

previous research [2,5–7]. Different from designing a single classi-
fier in traditional pattern recognition field, ensemble learning
consists of a group of machine learning algorithms that aims at
constructing multiple classifiers to form a hybrid predictive model.
Generally speaking, the overall classification performance of ensem-
ble classifier could be better than using a single classifier. The
ensemble learning aims at a high accurate prediction at the expense
of increased complexity. In multiple classifier system (MCS), the
field of ensemble learning usually employs homogeneous base
learners. In the past few decades, many ensemble techniques
[8–10] are proposed to enhance the reliability of multiple models.
Besides, ensemble methods are also successfully applied into
applications from a wide range of fields [11–13] due to their
remarkable capability in increasing the classification performance
of a learning model.

Numerous works have been proposed regarding to ensemble
ELMs in recent years. In [14], Liang et al. proposed the online
sequential extreme learning machine (OS-ELM), which shows better
generalization behavior than the other sequential algorithms. Then
in [5], Lan et al. extended OS-ELM to an ensemble version and
improved the stability. In [6], Liu and Wang pointed out that ELM
might be prone to overfit since it approximates the training data in
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learning phase. To alleviate this problem, they presented an
ensemble based ELM (EN-ELM) and embedded the cross-
validation into the training process. Wang and Li [7] designed a
dynamic Adaboost ensemble method by using multiple ELMs with
fuzzy activation function to deal with large data sets. Different from
this method, Zhai et al. [2] developed the sample entropy based
dynamic ensemble to handle the instability and overfitting pro-
blems of ELM. Wang et al. [4] regarded the upper integral as a base
classifier and constructed an upper integral network through the
learning mechanism of ELM. van Heeswijk et al. [15] introduced an
adaptive ensemble models of ELMs for time series prediction. The
proposed algorithm aims at performing well on both nonstationary
and stationary time series. Besides, Heeswijk et al. [16] also
proposed the GPU-accelerated and parallelized ELM ensemble to
perform regression on large data sets.

As aforementioned, the randomly selected parameters in ELMwill
lead to unstable training accuracy. Therefore, Cao et al. [3] designed
a voting based extreme learning machine (V-ELM) by employing ELM
as base classifier under the framework of majority voting. Despite the
demonstrated reliability and stability, the fact that different base
classifiers have different classification performances has not been
considered in their work. In ensemble learning techniques, the
combinative linear classifier adopts weighted voting instead of
simple voting when the accuracies of base classifiers are unequal
[17]. In view of this reason, weighted fusion methods can be utilized
to evaluate the confidence degree of each base classifier. The
weighted voting methods mainly include the weighted majority vote
schemes [18] and weighting methods [19,20] with classifier-specific
weights. In previous research, the minimum square error (MSE)
based method [21] was proposed as a class-specific optimal weight-
ing approach used for linear combination of multiple classifiers. It is
easy to be implemented but the weights are not optimized. Recently,
Zhang and Zhou [22] proposed three new weighted combination
approaches that was inspired by the idea of sparse ensembles. They
employed linear programming (LP) algorithm to select classifiers and
tuned their weights simultaneously. This approach made use of
optimization tool to get satisfactory results. However, the weights
they used are also defined on the classifier-specific level. One cannot
delicately tune or optimize the weight assignment distribution on
this level. Therefore, in this work, we apply the class-specific weight
based soft voting for ELM classifiers (CSSV-ELM) by optimizing a
class-specific weight based model. Further, since the latter steps of
ELM can be regarded as solving a linear equation problem, it may
suffer from the ill-conditioned problem. Thus, the condition number
of the inverse of the weight matrix between hidden nodes and
output nodes could be considered as part of the constraints in the
optimization model. Particularly, this model takes into account both
the best-worst weighted voting measure and the condition number
simultaneously.

To improve computational efficiency and increase test speed,
another interesting problem is how to construct sparse ensemble
for class-specific soft voting scheme. Concretely, sparse ensemble
aims at finding a sparse weight vector to sparsely represent the
outputs of multiple classifiers. In classifier-specific weight, the
sparse ensemble concept is equivalent to ensemble pruning, which
aims at selecting an optimal sub-ensemble (a subset of classifiers)
from a weight vector. However, in class-specific soft voting
scheme, a class-based weight matrix should be determined. The
pruned ensemble methods [9,22–24] are not well suited to obtain
the sparse ensemble with class weight matrix. Compared with
these conventional pruning methods, sparse representation based
methods have been popular recently due to its flexibility to
construct various optimization models based on diverse problems.
The other advantage is that once the model is built by selecting an
appropriate over-complete dictionary, the corresponding solution
algorithm is well prepared.

Furthermore, sparse representation has shown strong relation-
ship to classification and face recognition [25–28]. The main
technique for sparse representation is sparse coding and its variants
has been successfully used in face recognition. Therefore, the sparse
coding (SC) techniques are applied so as to represent class weight
coefficients sparsely for multiple ELMs in this paper. The problem of
SC origins from sparse representations of signals and the goal is to
find a linear decomposition of a signal with a few atoms of a over-
complete dictionary [28]. However, the objective function for
optimizing the class-specific based weights does not naturally fit
to the sparse coding condition since the “dictionary matrix” is not
over-complete. In face recognition field, a common way for solving
this problem is to map the high-dimensional data to low-
dimensional spaces by using feature extraction techniques. Thus,
in this work, we apply an iterative optimization algorithm for
adapting the feature extraction projection matrix P and the weight
coefficients αk for each class k simultaneously to exploit more
robust and efficient classifier. We named the proposed model as
sparse based class-specific soft voting ELM (SpaCSSV-ELM). On one
hand, for fixed αk, the update of P is to exploit more appropriate
transformation for original conditional probability outputs of base
classifiers. On the other hand, the weight αk can be refined when P
is fixed. In this way, the learned P and αk can improve the
robustness of sparse representation of the proposed model.

In this work, two new optimizationmethods based on class-specific
weight are proposed for multiple ELMs with three contributions:

� The first contribution is that a convex optimization model
(CSSV-ELM) is designed based on the class-specific soft voting
scheme.

� The second contribution lies in constructing the constraints of
optimization model (CSSV-ELM). Besides the constraint
∑T

t ¼ 1α
j
t ¼ 1 and αj

tZ0 for each class, the weight constraint for
each classifier is formed by combining the worst-best weighted
voting and the condition number of ELM, which guarantees the
importance and stability of each component ELM.

� The third contribution focuses on learning the sparse weight
vector based on class-specific soft voting method with ELM as
base classifier.

Overall, under the framework of class-specific weight based
soft voting, two models that are related to ELM characteristic and
sparse ensemble aspects, are designed to improve performance in
terms of accuracy and sparsity. The rest of this paper is organized
as follows. Section 2 briefly reviews ELM and some background on
ensemble learning. Section 3 describes the proposed CSSV-ELM
and SpaCSSV-ELM algorithms. Experimental results are shown in
Section 4. Finally, Section 5 gives a conclusion.

2. Preliminary on extreme learning machine and related
knowledge

2.1. Extreme learning machine

For a classification problem, we typically have a d-dimensional
training data set with patterns that belong to one of m classes each.
In this paper, let the data set denoted as zn ¼ ðxn; ynÞ; n¼ 1;2;…;N,
where xnARd; ynARm. In neural network field, the task for super-
vised learning is transformed to minimize a regression cost function
J bY�YJ , where Y¼ ðy1; y2;…; yNÞ is the target output matrix, andbY ¼ ðby1; by2;…; byNÞ is the output of network with L hidden nodes:

byn ¼ ∑
L

i ¼ 1
βigðwi � xnþbiÞ; ð1Þ
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where wiARd and biARði¼ 1;2;…; LÞ are the weight vector and
threshold of the ith hidden node. βi is the weight vector connecting
to the ith hidden node and the output nodes, and gðwi � xnþbiÞ is
the activation function of additive nodes. Two types of activation
functions: Radial basis function (RBF) and Sigmoid function are
utilized in this paper and defined as follows:

RBF function:

gðwi � xnþbiÞ ¼ expð�bi Jxn�wi J2Þ ð2Þ
Sigmoid function:

gðwi � xnþbiÞ ¼
1

1þexpð�ðwi � xnþbiÞÞ
ð3Þ

Equivalently, a compact format of Eq. (1) can be written as follows:

Hβ¼ Y; ð4Þ
where H¼ fgðwi � xnþbiÞgN�L denotes the hidden layer output
matrix of neural network, where n¼ 1;…;N; i¼ 1;…; L. With
regard to β¼ ðβ1;β2;…;βLÞ, its element βi; i¼ 1;…; L represents
the weight vector connecting the ith hidden node and the output
nodes. The unique smallest norm least squares solution of the above
linear system is

β¼H†Y ð5Þ
where H† is the Moore–Penrose generalized inverse [29] of output
matrix H. Theoretically, Huang et al. [1] proposed the interpolation
theorem and proved that the hidden layer parameters can be
randomly generated if the activation function g is infinitely differ-
entiable in any interval. Furthermore, they also showed the uni-
versal approximation theorem [30] and proved that SLFNs with
randomly generated additive or RBF nodes can universally approx-
imate any continuous target functions over any compact subset
XARd.

2.2. Voting, weighted voting and soft voting

In this section, we mainly introduce some basic concepts of
simple voting, weighted voting and soft voting methods.

Suppose we have T base classifiers ht, which are trained with
different variant settings. Let f ðjÞt ðxnÞ represents the output of the tth
classifier for input xn that belong to the jth class. The weighted linear
combination of these T base classifiers can be written as follows:

f ðjÞcomðxnÞ ¼αT f ðjÞðxnÞ; ð6Þ
where f ðjÞðxnÞ ¼ ðf ðjÞ1 ðxnÞ;…; f ðjÞT ðxnÞÞT and T denotes the transpose of
vector or matrix. α represents the weight vector of linear combina-
tion and it is independent to the class label j.

Thus, to determine the class label of a testing example xp in
voting system, the decision strategy is given by the rule (7).
Further, the voting algorithm can be considered as a special case
of the weighted majority voting with equal weights for each
classifier, that is, αðjÞ ¼ ð1=T ;…;1=TÞT .

Decide ypAcj if f ðjÞcomðxpÞ ¼max
k

f ðkÞcomðxpÞ ð7Þ

Simple voting and weighted voting methods focus on dealing
with the base classifier with crisp label (nominal) outputs.

� Simple voting: The simple voting is also called as plurality voting
and it has been utilized for ELM [3]. The simple voting can be
described as follows:

f ðjÞcomðxÞ ¼ ∑
T

t ¼ 1
f ðjÞt ðxnÞ; f ðjÞt ðxnÞAf0;1g;

where f ðjÞt ðxnÞ ¼ 1 if ht predicts j as the class label and zero
otherwise.

�Weighted voting: Simple voting method is suitable for the case
that all base classifiers are with equal performance. Whereas in
real practice, the base classifiers perform differently which
requires the different weights to be assigned [17]. Thus, the
weighted voting has been designed as follows to assign larger
weights for the stronger classifier:

f ðjÞcomðxÞ ¼ ∑
T

t ¼ 1
αt f

ðjÞ
t ðxnÞ; f ðjÞt ðxnÞAf0;1g;

where f ðjÞt ðxnÞ ¼ 1 if ht predicts j as the class label and zero
otherwise.

Soft voting system is commonly employed for base classifier
with class probability outputs. The system can be divided into
three types of weighted soft voting methods based on different
levels of weight coefficients [17]:

� Classifier-specific weight: In soft voting field, the weight for each
base classifier is named as classifier-specific weight. Thus, the final
outputs for class cj can be formed as follows:

f ðjÞcomðxÞ ¼ ∑
T

t ¼ 1
αt f

ðjÞ
t ðxnÞ; f ðjÞt ðxnÞA ½0;1�;

where αt is the weight for classifier ht. In Zhou's work [17], he
pointed out that this method is similar with weighted voting.

� Instance-specific weight: The instance-specific weight concerns a
large number of weight coefficients which increase the computa-
tional complexity drastically.

f ðjÞcomðxÞ ¼ ∑
T

t ¼ 1
∑
N

n ¼ 1
αðjÞ
tnf

ðjÞ
t ðxnÞ; f ðjÞt ðxnÞA ½0;1�;

where αn
tj denotes the weight for each instance xn of the class cj for

classifier ht.

� Class-specific weight: Generally, the class-specific based weight
assignment is more appropriate than the above two methods. The
approach considers the weight of each class of each classifier:

f ðjÞcomðxÞ ¼ ∑
T

t ¼ 1
αðjÞ
t f ðjÞt ðxnÞ; f ðjÞt ðxnÞA ½0;1�; ð8Þ

where αtj is the weight of each class for classifier ht.
Since ELM learner produce class probability outputs, then the

class-specific weight based soft voting can be a more appropriate
method for obtaining the multiple ELM classifiers than traditional
simple and weighted voting.

2.3. Sparse representation based classification

Suppose a signal y and a dictionary D are given, the objective of
sparse representation is to select a few atoms in D and linearly
combine them to represent y. Defined α is a coding vector and ϵ is
a scalar constant, and the problem can be formulated as follows:

bα ¼ arg min
α

JαJ0; s:t: ‖y�Dα‖22rϵ; ð9Þ

where dictionary D is commonly an over-complete matrix.
However, Eq. (10) is a NP-hard problem and the solution can
hardly be approximated. A common way to deal with this problem
is to use l1-norm to instead l0-norm to get the following objective
function:

bα ¼ arg min
α

f‖y�Dα‖22þλJαJ1g ð10Þ

This problem can be easily solved with many efficient methods,
such as Lasso [31].

The above sparse representation has been extended to face
recognition field by Wright et al. [28] and named sparse repre-
sentation based classification (SRC). In their work, all the training
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patterns is utilized as dictionary D¼ ½D1;D2;…;Dm�, where Dk is
the subset of the training patterns that belong to class k. The
assumption for this approach is that a test pattern xp from class k
can be linearly represented by the training patterns from the same
class, i.e., the subspace extended by training patterns from class k.
Similarly, they propose the model as follows:bα ¼ arg min

α
f‖xp�Dα‖22þλJαJ1g; ð11Þ

where α¼ ½α1;α2;…;αm� denotes the corresponding the sub-
coding vector.

Following SRC approach, several interesting works have been
proposed mainly focusing on modifying model by adapting dic-
tionary D [32,33] or feature extraction projection matrix P [25,34]
to get more discriminative and robust classifier. Sparse coding
methods have been applied in face recognition recently, in this
work, we emphasize on introducing this framework to get the
sparse weight vector under the framework of CSSV system.

3. Proposed ensemble method for ELM

In this section, the first part interprets the concept of condition
number and how this indicator can be calculated from ELM structure.
The second part introduces a classifier-based weighted voting
method: best-worst weighted voting, and by combining these two
parts, a new constraint for the optimization model 1 is prepared.
Then Section 3.3 describes the detail of model 1: CSSV-ELM.
Specifically, the class-specific weight soft voting method is reformed
as the optimization objective of model. The final part of this section
concerns sparse representation of that weight matrix that is obtained
under the framework of CSSV, then model 2: SpaCSSV-ELM is also
designed by utilizing the sparse coding approach.

3.1. Condition number of ELM

Condition number is a metric to qualify the stability of the
solution that obtained by solving a linear system in the numerical
analysis. A large condition number implies that any small pertur-
bations of data in the problem may cause large variations in the
solution of the linear equation system. This kind of equation
system is regarded as “ill-conditioned”. Considering a linear
equation Ax¼b where A is nonsingular and b is nonzero, the
unique solution could be expressed as x¼ A�1b. If we add a slight
change Δb, suppose the corresponding solution can be xþΔx,
then we have the following inequality:

JΔxJ
JxJ

r JAJ JA�1 J � JΔbJ
JbJ

The condition number of the matrix A is defined as
condðAÞp ¼ JAJp JA�1 Jp [35], where J � J denotes the p-norm,
p¼1, 2, or 1 and p¼2 is utilized in this paper. Noted that A is
originally defined as a square matrix, while for non-square matrix,
the condition number still can be taken as a stability property of A
by calculating its pseudo inverse instead [36].

Recalling the ELM system in Section 2.1, Eq. (12) presented as
follows can also be considered as a linear equation problem:

Hβ¼ Y; ð12Þ
where Hni ¼ gðwi � xnþbiÞ denotes the element of hidden layer
output matrix H. Let the n_th row of H denoted as hn and recall
that Y¼ ðy1; y2;…; yNÞ, we get the following transformed set of
equations with respect to training data xn:

ðβT Þ�1yTn ¼ hT
n n¼ 1;…;N ð13Þ

Through the above linear equations, it can be seen that
condððβT Þ�1Þ can represent the sensitivity of testing label

prediction with respect to the change between hidden layer
output vectors that generated from train data and test data, i.e.,
Δh¼ hT

test�hT
train. In this work, to ease the negative effect that are

produced by ill-conditioned classifier, we assign larger weight to
the classifier with smaller value of condition number. Thus, the
condition number is used as one of the weight constraints for
governing the stability of the proposed CSSV-ELM.

3.2. Weight constraint

In this work, we design a weight structure by taking into
account the condition number of ELM and a traditional weighted
voting method: best–worst weighted voting (BW-WV) [37].

BW-WV is proposed under the assumption that the weight of
each classifier is proportional to its accuracy performance, which
is one popular direction to assign weight to each base classifier.
“best” and “worst” represent the best and worst classifiers in term
of the training classification rate. The best classifier can be
assigned the weight of one while the weight of the worst classifier
is zero. Whereas the classifiers whose performances between
them are given weights linearly in interval ð0;1Þ with ascending
order. The weight evaluation can be formulated as follows:

αt
BW ¼ ζt

∑T
t ¼ 1ζt

; where ζt ¼ 1� et�mintðetÞ
maxtðetÞ�mintðetÞ

; ð14Þ

where et is the error rate of classifier t, and ζtA ½0;1�. ζt ¼ 1ð0Þ if the
classifier has the least (most) error rate among all the classifiers.
Besides, Eq. (14) also implies that the summation of all the weights
is equal to 1, which represents a normalization operation.

In the previous section, we have present the condition number
of ELM. Compared with any two classifiers, the classifier who has
larger value of condððβT Þ�1Þ is regarded as less stable than the
other classifier. Therefore, the designed weight should satisfy that
it is inversely proportion to condððβT Þ�1Þ. Furthermore, Zhou's
work [17] pointed out that the voting method can well combine
classifiers with equal performance while the weighted voting
method can better deal with classifiers with different perfor-
mances. Thus, we design a weight structure wt for model 1
(CSSV-ELM) by considering two situations as follows:

wt ¼
1=T ei ¼ ej; 8 i; j

lt ∑
T

t ¼ 1
lt ; otherwise

�8><>: ð15Þ

where ei, ej represent the training error rate of the ith and the jth
classifier. The weight assignment is activated if any paired classi-
fiers have different performances. For lt, it is defined by combining
two factors, which can evaluate the stable and accuracy of each
base classifier. The specific form of lt is introduced as follows:

lt ¼ ð1þexpð�condððβT Þ�1ÞÞÞnαt
BW ; ð16Þ

where 1þexpð�ð�ÞÞ is a scaling function which confine the value of
the first term of Eq. (16) in the range of ½1;1þe�. The scaling function
maps the value of condððβT Þ�1Þ to a comparable range with αt

BW.

3.3. Model 1: CSSV-ELM

During the process of ELM algorithm, the target class labels are
transformed to a fþ1; �1g based vector. For example, a four class
column vector byn ¼ ½�1; þ1; �1; �1� represents that the target
class label for an instance xn is class 2, since the second element ofbyn is þ1 while others are all �1. Intuitively, the goal for multiple
ELMs with regard to instance xn is to minimize the least square
error J f comðxnÞ�byn J22, then for all training instances, the model
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should aim at minimizing the summation of all errors as follows:

∑
N

n ¼ 1
J f comðxnÞ�byn J

2
2; ð17Þ

where f comðxnÞ ¼ ðf ð1ÞcomðxnÞ;…; f ðmÞ
comðxnÞÞ and f ðjÞcomðxnÞ ¼∑T

t ¼ 1α
ðjÞ
t

f ðjÞt ðxnÞ. To form the model more conveniently, we extend this
vector to a “sparse” matrix Fn, where

Fnðj; ðt�1ÞnTþ jÞ ¼ f ðjÞt ðxnÞ
The rest elements of matrix Fn is zero. Therefore, the dimension of
matrix Fn is m�M, where M¼m� T . Then, we define a column

vector αM�1 ¼ ½αð1Þ
1 ;αð1Þ

2 ;…;αð1Þ
T ;αð2Þ

1 ;…;αð2Þ
T ;…;αðmÞ

1 ;…;αðmÞ
T �T ,

where T and m is the number of classifiers and feature. As for
Fn, the nonzero elements of row j is corresponding to the

½αðjÞ
1 ;αðjÞ

2 ;…;αðjÞ
T � section in α in the matrix multiplication Fnα.

Then we can obtain that f comðxnÞ ¼ Fnα. Therefore, the new
objective function Eq. (17) can be represented as
minα∑N

n ¼ 1‖Fnα�byn‖22. Next, we can easily rewritten this formula
by integrating the outer summation into norm as follows:

α¼ arg min
α

J

by1by2

⋮byN

0BBBB@
1CCCCA�

F1

F2

⋮
FN

0BBB@
1CCCAαJ22 ð18Þ

Let bynew ¼ ðbyT
1 ; byT

2 ;…; byT
N ÞT , Fnew ¼ ðFT

1 ; F
T
2 ;…; FT

N ÞT , where the
dimension of Fnew becomes ðm� NÞ � ðm� TÞ. Overall, the model
1 can be formed as follows:

CSSV � ELM : min
α

‖bynew�Fnewα‖22

s:t: ∑
T

t ¼ 1
αðjÞ
t ¼ 1

∑
m

j ¼ 1
αðjÞ
t ¼wt

αðjÞ
t Z0; j¼ 1;…;m; t ¼ 1;…; T ð19Þ

Obviously, this model is a convex optimization problem, there-
fore the CVX toolbox [38,39] for matlab can be applied to get the
best solution.

3.4. Model 2: SpaCSSV-ELM

In the sparse ensemble field, the sparse weight vector for each
classification model is desired. The proposed model 1 is simple and
easy to implement, however, it does not enforce the sparse factor
into weight optimization process. With the notation defined in
model 1, it is not nature to use sparse representation since Fnew is
overdetermined when N4T or Nm4Tm. So we firstly define several
new notations to conveniently form the sparse representation model.

Suppose we have a set of dictionaries defined as
D¼ ½D1;D2;…;Dm�, where Dkði;jÞ ¼ f kj ðxiÞði¼ 1;…;N; j¼ 1;…; TÞ and
DkA IRN�T is the class-specified sub-dictionary that related to class
k. Here m, N and T are the total number of classes, instances and
classifiers. Let Y ¼ ðby1; by2;…; byNÞT ¼ ½y1;…; ym�, where
yk ¼ ½yðkÞ1 ; yðkÞ2 ;…; yðkÞN � is the true class label of all training instance
associate with class k. Then, a weight matrix is set as
A¼ ½α1;α2;…;αm�, and αk ¼ ½αðkÞ

1 ;αðkÞ
2 ;…;αðkÞ

T � is the coding coeffi-
cient of yk over Dk. According to the objective of multiple ELMs,
i.e., Eq. (17), it is easy to transform the objective as follows:

∑
m

k ¼ 1
‖yk�Dkαk‖22; ð20Þ

In this model, we use the Frobenius norm instead of the
l2-norm and the Frobenius norm of matrix XARm�n is defined as

follows:

JX JF ¼ ðtrðXT XÞÞ1=2 ¼ ∑
m

i ¼ 1
∑
n

j ¼ 1
ðX ijÞ

 !1=2

ð21Þ

where trðZÞ is the trace of matrix Z and the Frobenius norm is the
Euclidean norm of the vector obtained by listing the coefficients of
the matrix.

Unlike the objective function formed in model 1, Eq. (20) focuses
on optimizing the objective in terms of class, not instances. For
Eq. (20), Dk is overdetermined when the number of training instances
is larger than the classifiers number, i.e., N4T . This condition is often
satisfied in real world's application. However, in the sparse coding
community, the problem of computing sparse linear representations
with respect to an overcomplete dictionary arises an increasing
interest. One benefit way for making the matrix over-complete is to
utilize feature extraction, which can project the data from higher
dimensional space to lower dimensional space linearly. A projection
matrix PA IRd�N with d5N is typically generated. However, such
projection operator may not preserve the most useful feature informa-
tion and is lack of adaptive capability. Concretely, a projection matrix
P is expected to sustain the energy of a dictionary D while making the
different classes Dk more separable in the subspace defined by P. Next,
based on the new notations defined below, the sparse dimensionality
reduction method is easy to be applied in model 2.

Then, the model is equivalent to solving the following problem
by adding the sparsity constraint Jαk J1rλ:

min
αk ;P

∑
m

k ¼ 1
‖Pyk�PDkαk‖2F

s:t: Jαk J1rλ ð22Þ
This is a joint optimization leaning of projection P and code

coefficients αk since the yk and Dk are fixed. The model can be easily
extended to the following model by requiring that P is orthogonal
and class label set Y can be well reconstructed by projection P:

SpaCSSV� ELM : min
αk ;P

J ¼ ∑
m

k ¼ 1
f‖Pyk�PDkαk‖2F þλ1 Jαk J1g

þλ2‖Y�PT PY‖2F
s:t: PPT ¼ I ð23Þ
This is exactly the model constructed in [27] but with different

sense of variables. One difference between two works is the
relationship among dictionaries Dk. The Dk are similar with each
other in Zhang's work since each time one training sample is
removed from training set. However, in the proposed model, all
the Dk can differ widely since they represent the probability output
of different classes for all training samples. Another difference
between tow models is the reconstruction matrix. In Zhang's work,
they aim to reconstruct the training data set X well, but in our work,
the class label matrix Y is used to restrict projection P. By optimizing
P and αk alternatively, we can automatically employs the optimiza-
tion algorithm in [27] as follows, and the convergence of the below
algorithm can be guaranteed by the method in Zhang's work.

Overall, two models are both designed based on the framework
of class-specific soft voting for combining multiple ELMs. CSSV-
ELM connects the ill-condition problem of ELM to optimize the
ensemble class weight coefficients, while SpaCSSV-ELM develops
sparse ensemble method for weight coefficients of each class as
well. Then, both CSSV-ELM and SpaCSSV-ELM can be summarized
under the framework of CSSV as Algorithm 1 describes.

Algorithm 1. CSSV based ELMs.

Given a training set Z ¼ fðxn; ynÞ∣xnARd; ynARmgNn ¼ 1, hidden
node output function gðwi � xnþbiÞ, hidden node number L,
learning iteration T.
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Initialization: t¼1
While trT do
1. Randomly generate the learning parameters

ðwt
i ; b

t
i Þ ði¼ 1;2;…; LÞ of the tth ELM.

2. Calculate the hidden layer output matrix Ht

3. Calculate the output weight βt
: βt ¼ ðHtÞ†Y, where Y is the

target output matrix.
4. t ¼ tþ1.
5. Calculate the α for CSSV-ELM or αk of each class k for

SpaCSSV-ELM, k¼ 1;…;m.
50. Reshape the weight vector α to αk of each class k for

CSSV-ELM.
Final class label byp obtained by weighted majority voting for a

testing instance xp; byp ¼ arg maxkαT
k f

ðkÞðxpÞ

4. Experiments

In order to gain insight into the performances of the proposed
two models, which are constructed based on class-specific soft
voting framework, twenty UCI data sets [40] are employed to
compare the behaviors among CSSV-ELM, CSSVSpa-ELM, single
ELM (S-ELM), voting ELM (V-ELM) and several weighted voting
methods (MSE-ELM, LP1-ELM, LP2-ELM and LP3-ELM), which
employ ELM as base classifier.

The MSE-based method [41] mainly emphasizes on calculating an
optimal weight parameter bα ðjÞ, which can minimize the squared error
(expression (17)). Particular, MSE-ELM can be considered as a class-
specific based voting as well. Different from MSE-based weighted
voting, Zhang et al. [22] propose LP1, LP2 and LP3 methods by
employing linear programming (LP) algorithm for classifiers selection
and classifier weights evaluation simultaneously. The motivation of
this group of methods is that the combinative output value, f ðjÞcomðxnÞ
should be larger than the outputs of other classes as much as possible.
For LP1-ELM, LP2-ELM and LP3-ELM algorithms, the constant para-
meter ε is chosen as 0.1 and in LP2-ELM and LP3-ELM, the penalty
factor C is set as 1.

Table 1 exhibits the basic information of the UCI data sets. The
data sets are normalized into interval [0, 1]. The experiments also
utilize two performance measures: error rate and Cohen's kappa.
Error rate is the number of misclassified patterns relative to the total
number of classified patterns. Cohen's kappa [42] is one of popular
evaluation measures that is suitable for both binary-class and multi-
class problems. Comparing with the classification rate, the Cohen's
kappa score is more tolerant to randomness caused by class
imbalance case. The range of Cohen's kappa score is from �1 to 1,
which implies total disagreement and total agreement respectively,
and its value is computed by the following equation:

κ ¼
N∑m

j ¼ 1hjj�∑m
j ¼ 1HrjHcj

N2�∑m
j ¼ 1HrjHcj

ð24Þ

where N is the number of training patterns, hjj is the number of true
positives for each class. Hrj and Hcj are the sum of row j and column j
in confusion matrix, i.e., Hrj ¼∑m

k ¼ 1hjk, Hcj ¼∑m
k ¼ 1hkj.

In the two model's experiments, some parameters are set as
follows unless noted otherwise: the maximum number of training
classifiers is assumed to be T¼7, and the RBF function is employed
as activation function of basic ELM, and the initial weight and bias
parameters are drawn from a uniform distribution with ranges of
[�1, 1] and [0, 1] respectively. Besides, the number of hidden
nodes is fixed to 100 which follows the principal that it should be
larger than the number of input nodes (features), and smaller than
the number of instances simultaneously.

4.1. Experiments on model 1 (accuracy perspective)

In this subsection, we mainly focus on evaluating the effective-
ness of the proposed model 1 by considering the characteristics of
ELM. This simulation conducted two fold cross-validation (CV) as a
trail and repeat it 100 times in MATLAB 2010b environment. Table 2
shows the statistical comparisons among the testing errors of
S-ELM, variants of weighted voting ELMs and the proposed
CSSV-ELM algorithm. In this table, we adopt two sorts of non-
parametric tests: paired-sample sign test and paired-sample Wil-
coxon signed rank test. The paired-sample sign test is used to
determine whether two independent samples are from populations
having the same distribution, while the paired-sample Wilcoxon
signed rank test is used to examine whether or not two indepen-
dent samples have the same distribution. Instead of the commonly
used hypothesis FðxÞ ¼ GðyÞ, the hypothesis FðxÞZGðyÞ is employed
as the null hypothesis for both tests in this work. The p-values of the
two tests are denoted as ProboS and ProboW respectively, and
w=t=l represents the wins/ties/losses records of each pair of
classifiers, respectively. The sign “✓” means that at the 0.05 level,
the x's do significantly tends to be less than the y's.

From Table 2, it is easy to conclude that CSSV-ELM algorithm
gets the best performance among all weighted voting based ELM
methods. More concretely, the results of the proposed algorithm
are significantly better than other compared algorithms on both
two statistical tests. LP3-ELM performs the worst result among all
the methods and its testing accuracy significantly less than almost
all other algorithms except S-ELM. Comparing the results among
LP1-ELM, LP2-ELM and LP3-ELM methods, LP1-ELM and LP2-ELM
can achieve the best testing accuracy and significantly better than
LP3-ELM, regarding the p-value of the paired-sample sign test
between LP1-ELM (x) and LP2-ELM (y), ProboS equals to 0.5 which
implies that LP2-ELM can perform comparable to LP1-ELM. More-
over, the results that generated by MSE-ELM method is signifi-
cantly superior to other algorithms except for CSSV-ELM. Table 3
shows the kappa results in test for all UCI data sets. It can be seen
that the result analysis of this table is similar to Table 2.

4.2. Experiments on model 2 (sparsity perspective)

In this subsection, the sparsity performances of weight coeffi-
cients among MSE-ELM, LP1-ELM, LP2-ELM, LP3-ELM and
SpaCSSV-ELM methods are compared in Table 4. In the training
process, we select the number of classes as the value of parameter
λ1 in SpaCSSV-ELM, and parameter λ2 is fixed as one. In this work,
we define a sparsity indicator as follows:

Spa¼ JδðαÞoεJ0
JαJ0

ð25Þ

where J � J represents the number of elements in α, i.e., l0-norm
of α, and δðαÞ extracts the zero-elements in α. ε is a small positive

Table 1
Data set information.

Data Pattern
#

Feature
#

Class
#

Data Pattern
#

Feature
#

Class
#

Australian 690 14 2 Iris 150 4 3
Balance 625 4 3 Libras 360 90 15
Breast 699 9 2 Pima 768 8 2
Bupa 345 6 2 Sonar 208 60 2
Car 1728 6 4 Spam 4601 58 2
Chart 600 60 6 Tae 151 6 3
Cmc 1473 9 3 Tic 958 9 2
German 1000 24 2 Wdbc 569 30 2
Heart 270 13 2 Wine 178 13 3
Ionosphere 351 33 2 Wpbc 198 33 2
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constant and is set as 0.005 in this paper. Therefore, the larger the
value of Spa, the better the sparse ensemble weights are. The first
row of Table 4 show the average of sparsity and error rate among
all 20 UCI data set, respectively. It can be seen that SpaCSSV-ELM
can preserve the classification performance and improve the
sparsity simultaneously. The rest rows of the table exhibit the
detail of Spa values among five methods. Concretely, the overall
performance of SpaCSSV-ELM is comparable with that of LP2-ELM.
MSE-ELM can achieve the least error rate but has the most dense
weight coefficients. LP2-ELM performs worst with respect to error
rate and the second smallest sparsity since it allows the weights to
be negative. Regarding to all UCI data sets, the proposed method

can obtained the best result on 15 out of 20 data sets, and failed on
5 data sets, especially for Iris and Wdbc data sets. The result on
these data sets may caused by parameter setting since we fixed the
sparsity control parameter λ1 ¼ class for each data set.

In addition, another experiment is conducted to investigate how
the classification and sparsity performances will be affected by
parameter λ1 and the number of classifiers T. In the training process,
the value of λ1 is selected from f10�3;10�2;10�1;1;2;5;10g and
the size of ensemble classifiers is selected from f10;20;…;100g.
Figs. 1 and 2 show the average test accuracy and average weight
sparsity respectively with regard to different values of λ1 and T. The
colorbar on the right side of figures displays the color scale with

Table 3
Statistical significant Cohen's kappa comparison among weighted voting methods.

x/y S-ELM MSE-ELM LP1-ELM LP2-ELM LP3-ELM CSSV-ELM

Mean error 0.5236 0.5857 0.5783 0.5499 0.5626 0.5913
S-ELM w=t=l 20/0/0 20/0/0 20/0/0 14/0/6 20/0/0

ProboS 9.5367E�7 ✓ 9.5367E�7 ✓ 9.5367E�7 ✓ 0.0577 9.5367E�7 ✓

ProboW 4.7846E�5 ✓ 4.7846E�5 ✓ 4.7846E�5 ✓ 0.0563 4.7846E�5 ✓

MSE-ELM w=t=l 0/0/20 3/3/14 3/3/14 3/3/14 15/0/5
ProboS 1 0.9936 0.9936 0.9936 0.0207 ✓

ProboW 1 0.9990 0.9978 0.9993 0.0030 ✓

LP1-ELM w=t=l 0/0/20 14/3/3 8/3/9 2/3/15 18/0/2
ProboS 1 0.0064 ✓ 0.5 0.9988 2.0123E�4 ✓

ProboW 0.9999 0.0011 ✓ 0.5377 0.9994 4.7668E�4 ✓

LP2-ELM w=t=l 0/0/20 14/3/3 9/3/8 3/0/17 16/0/4
ProboS 1 0.0064 ✓ 0.5 0.9999 0.0059✓
ProboW 0.9999 0.0023 ✓ 0.4623 0.9998 0.0012 ✓

LP3-ELM w=t=l 6/0/14 14/3/3 15/3/2 17/0/3 17/0/3
ProboS 0.9423 0.0064 ✓ 0.0012 ✓ 7.6294E�6 ✓ 0.0013 ✓

ProboW 0.9437 6.4321E�4 ✓ 6.4321E�4 ✓ 1.6052E�4 ✓ 4.1697E�4✓

Table 4
Sparsity comparison among five weighted voting based ELM methods.

Data sets MSE LP1 LP2 LP3 SPA Data sets MSE LP1 LP2 LP3 SPA
Ave.spa (%) 2.35 69.80 85.90 51.55 87.38 Ave.ER(%) 18.46 18.93 18.95 25.38 19.58

Australian 0.00 0.87 0.91 0.48 0.88 Iris 0.05 0.00 0.98 0.52 0.77
Balance 0.00 0.96 0.94 0.51 0.98 Libras 0.02 0.75 0.71 0.50 0.97
Breast 0.02 0.96 0.93 0.49 0.94 Pima 0.02 0.83 0.85 0.51 0.87
Bupa 0.02 0.87 0.88 0.46 0.91 Sonar 0.02 0.00 0.80 0.56 0.90
Car 0.02 0.86 0.83 0.49 0.98 Spam 0.02 0.81 0.84 0.57 0.90
Chart 0.01 0.60 0.72 0.47 0.82 Tae 0.04 0.89 0.91 0.46 0.96
Cmc 0.04 0.69 0.77 0.47 0.81 Tic 0.01 0.69 0.80 0.50 0.88
German 0.02 0.67 0.81 0.49 0.89 Wdbc 0.02 0.92 0.91 0.58 0.42
Heart 0.02 0.87 0.89 0.56 0.88 Wine 0.04 0.00 0.92 0.61 0.94
Ionosphere 0.06 0.85 0.88 0.51 0.88 Wpbc 0.02 0.87 0.90 0.57 0.90

Table 2
Statistical significant testing error comparison among weighted voting methods.

x/y S-ELM MSE-ELM LP1-ELM LP2-ELM LP3-ELM CSSV-ELM

Mean error 0.2565 0.2207 0.2247 0.2260 0.2398 0.2176
S-ELM w=t=l 20/0/0 19/0/1 19/0/1 13/0/7 20/0/0

ProboS 9.5367E�7 ✓ 2.0027E�5 ✓ 2.0027E�5 ✓ 0.1316 9.5367E�7 ✓

ProboW 4.7846E�5 ✓ 1.9074E�6 ✓ 5.5788E�5 ✓ 0.0413 4.7846E�5 ✓

MSE-ELM w=t=l 0/0/20 3/3/14 3/3/14 3/3/14 15/1/4
ProboS 1 0.9936 0.9936 0.9936 0.0096 ✓

ProboW 0.9999 0.9983 0.9977 0.9991 0.0026 ✓

LP1-ELM w=t=l 1/0/19 14/3/3 9/3/8 2/3/15 18/0/2
ProboS 0.9999 0.0063 ✓ 0.5 0.9988 2.0123E�4 ✓

ProboW 0.9999 0.0017 ✓ 0.5565 0.9994 5.4422E�4 ✓

LP2-ELM w=t=l 1/0/19 14/3/3 8/3/9 3/0/17 17/0/3
ProboS 0.9998 0.0064 ✓ 0.5 0.9999 0.0012 ✓

ProboW 0.9999 0.0023 ✓ 0.4500 0.9998 0.0011 ✓

LP3-ELM w=t=l 7/0/13 14/3/3 15/3/2 17/0/3 18/0/2
ProboS 0.8684 0.0064 ✓ 0.0012 ✓ 7.6294E�6 ✓ 2.0123E�4 ✓

ProboW 0.9587 8.9110E�4 ✓ 6.4321E�4 ✓ 1.6052E�4 ✓ 2.7692E�4✓
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respect to z-axis of each figures, i.e., test accuracy and weight
sparsity. We can see from Fig. 1 that the testing accuracy is almost
proportional to λ1 and T. Whereas the weighted sparsity achieve the
best performance mostly when λ1 ¼ 1. Therefore, we believe that if
λ1 is equal to 1, the sparsity performance can even better than that
λ1 ¼ class. But through Table 4, we can see that even λ1 ¼ class,
SpaCSSV-ELM can outperform other four methods in term of
sparsity.

4.3. Experiment on finance event series data

In the third part of our experiment, we address the problem of
profit making in stock market [43]. Specifically, the data set is
composed of 1721 patterns and 11 features. Each pattern is
generated from a re-sampling in one year from market prices of
23 stocks in HKEx (Hong Kong Exchanges and Clearing Limited).
All the features represent stock technical indicators and they are
used to predict the market prices in the next five minutes.

The simulation is implemented by 10-fold cross-validation
method with 10 trails and sigmoidal activation function is utilized.
The number of classifiers and hidden nodes are both set as 20.

Besides, for SpaCSSV-ELM, the parameter λ1 is selected as the
number of class (m¼2) which controls the sparsity. Table 5 lists
three evaluation criteria including mean and standard deviation of
test error rate, Cohen's kappa value and sparsity of weight coeffi-
cients among S-ELM, V-ELM and the two proposed algorithms. In
terms of error rate and kappa, the best result is produced by CSSV-
ELM while the second best result refers to SpaCSSV-ELM. Regarding
to the sparsity, the proposed sparsity of SpaCSSV-ELM is 10 times
better than that of CSSV-ELM algorithm. As for V-ELM, it can be
treated as all the weights are equal. Therefore the sparsity of V-ELM
is zero which denotes that all the weights are non-zero. It should be
noted that V-ELM has the most stable performance since it has the
smallest deviation among all four methods.

4.4. Discussions

In the above experiment results, we have shown that the
proposed two CSSV-based approaches can outperform the other
benchmark methods in terms of accuracy and sparsity perspective,
respectively. In the following part, we analyze and discuss the
main reasons for such an outcome from three aspects. Firstly, for
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CSSV-based models, the class-specific soft voting scheme provides a
much larger search space than classifier-based weighted voting
methods do. This characteristic makes the designed approaches can
search more appropriate weight coefficients. Additionally, tradi-
tional classifier-based weighted voting scheme can be regarded as
one special case of CSSV scheme if all the class weights of a classifier
are the same. Secondly, a classifier-based weighted voting method
(BW-WV) and the condition number of ELM are both utilized to
determine the summation weights of each class for one classifier.
This design not only reserves the conventional classifier weight
assignment strategy, but also avoid the “ill-condition” problem
of linear equation system that ELM may suffer. Thirdly, as for
SpaCSSV-ELM, the reason why it derives great sparsity performance
is mainly due to the effect of the sparse coding algorithm [27].
However, the testing error rate for SpaCSSV-ELM is worse thanmost
compared methods. It implies that the SpaCSSV-ELM may sacrifice
the accuracy performance in some degree for sparsity improve-
ment. With regard to real-world stock market price application, the
performance of two proposed models are similar with the one on
UCI data sets. Therefore, we can believe that the models have a
certain degree of flexibility for different data sets.

5. Conclusion

In this work, we discussed the weight optimization issues based
on class-specific soft voting for combining multiple ELMs. The first
model not only deals with the ill-conditioned problem of ELM, but
also integrates the traditional weighted voting schemes. Whereas
the second model considers the sparsity issue of weight coefficients
and retains the classification performance at the same time.
Experimental results show that the proposed model 1 is statistically
superior to all the compared methods, including S-ELM and
weighted voting based ELM. As for SpaCSSV-ELM, it can efficiently
reduce the non-zero weight coefficients and sustain the classifica-
tion performance simultaneously. Further, both proposed algo-
rithms are conducted on a finance data set and achieve a better
performance than S-ELM and V-ELM.
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